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Motivation
• The majority of NMT models is sentence-level
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Motivation
• The continuous vector representation of a symbol 

encodes multiple dimensions of similarity.

(Choi et al., 2016)

Word x0 Axis Nearest Neighbours

notebook 1 diary notebooks (notebook) sketchbook jottings
2 palmtop notebooks (notebook) ipaq laptop

power 1 powers authority (power) powerbase sovereignity
2 powers electrohydraulic microwatts hydel (power)

Table 1: The placements of the word embedding vectors along the principals axes in the local charts
of “notebook” and “power”. In the case of “notebook”, it is clear that the first axis corresponds to
different types of books for writing a note, while the second axis corresponds to portable computing
devices. In the case of “power”, the first axis corresponds to political or social authority, while the
second axis to physical energy.

3 Contextualized Word Embedding Vectors

3.1 Word Embedding Vectors

One-hot representation of a word in Eq. (2) is unique in the sense that each and every word in
a vocabulary is equally distant from every other word. This implies that the words lose all the
information relative to the other words, when represented as a one-hot vector. The meaning of a
word, relative to those of the other words in the vocabulary, is thus learned through the associated
word embedding vector (Eqs. (1)–(4)) during training. In other words, training brings similar words
close to each other in the word embedding space and dissimilar words far away from each other.

This phenomenon of similarity learning via word embedding vectors has been observed in many
different natural language processing tasks done with neural networks. Already in 1991, Miikku-
lainen and Dyer Miikkulainen and Dyer (1991) noticed that training a neural network with one-hot
vectors as its input learns the word embedding vectors that “code properties of the input elements

that are most crucial to the task.” Based on this observation Bengio et al. Bengio et al. (2003) pro-
posed to build a neural network based language model and found that it generalizes better to unseen
or rare n-grams: the word embedding vectors capture similarities between words and the neural net-
work can learn a smooth mapping that automatically generalizes by producing similar outputs for
semantically similar input sequences. The interest in word embedding vectors, or distributed repre-
sentation of words, was fueled by the earlier observations that these unsupervised word embedding
vectors can be used to improve supervised natural language tasks greatly Collobert et al. (2011);
Turian et al. (2010).

3.2 Multiple Dimensions of Similarity

An important characteristic of the high-dimensional word embedding vectors is that it encodes multi-
ple dimensions of similarities. This is necessary in order for a neural network to cope with polysemy.
We can qualitatively check this phenomenon of multiple dimensions of similarities by inspecting a
local chart of the manifold on which the word embedding vectors reside.

For any word x0 under inspection, we find the N � 1 nearest neighbours
�
x1, . . . ,xN�1

 
⇢ Ex in

the word embedding matrix. The N word embedding vectors
�
x0,x1, . . . ,xN�1

 
now characterize

a local chart centered at x0, and we use principal component analysis (PCA) to find the correspond-
ing lower-dimensional Euclidean space. In this Euclidean space, we can inspect the nearest neigh-
bours along each coordinate.2 In Table 1, we show two such examples using the word embedding
vectors trained as a part of the continuous-bag-of-word (CBoW) network Mikolov et al. (2013).3
These examples clearly show that each word embedding vector encodes more than one notions of
similarities. A similar behaviour can only be observed with multi-map t-SNE Van der Maaten and
Hinton (2012).

2 The code for this analysis is available publicly at https://github.com/kyunghyuncho/
WordVectorManifold.

3 We used the word embedding vectors provided as a part of Hill et al. (2015).
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Motivation
• The continuous vector representation of a symbol 

encodes multiple dimensions of similarity.

• Consistency is another critical issue in document-
level translation.

Past

那么 在 这个 问题 上 ， 伊朗 的 …

well, on this issue , iran has a relatively …

在 任内 解决 伊朗 核 问题 ， 不不管是 ⽤用 和平 …

to resolve the iranian nuclear issue in his term ,  …

Current
那 刚刚 提到 这个 … 谈判 的 问题 。

that just mentioned the issue of the talks …



Motivation

• The cross-sentence context has proven helpful for 
the aforementioned two problems in multiple 
sequential tasks (Sordoni et al., 2015; Vinyals and 
Le, 2015; Serban et al., 2016).



Motivation

• The cross-sentence context has proven helpful for 
the aforementioned two problems in multiple 
sequential tasks (Sordoni et al., 2015; Vinyals and 
Le, 2015; Serban et al., 2016).

• However, it has received relatively little attention 
from the NMT research community.



Data and Setting

• Chinese-English translation task
• Training data: 1M sentence pairs from LDC corpora 

that contain document information
• Tuning: NIST MT05,     Test:    NIST MT06 and 

MT08

• Build the model on top of Nematus (https://
github.com/EdinburghNLP/nematus)

• Vocabulary size:  35K for both languages
• Word embedding: 600;   Hidden size:  1000

https://github.com/EdinburghNLP/nematus
https://github.com/EdinburghNLP/nematus


Approach
• Use a Hierarchical RNN to summarize previous M 
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Approach
• Strategy I:  Initialization — Encoder

Cross-Sentence Context
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Approach
• Strategy I:  Initialization — Decoder

Cross-Sentence Context
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Approach
• Strategy I:  Initialization — Both

Cross-Sentence Context
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Results
• Impact of components
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Approach
• Strategy 2:  Auxiliary Context

Cross-Sentence Context
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Approach
• Strategy 2:  Auxiliary Context
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Results
• Impact of components
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Approach
• Initialization + Gating Auxiliary Context

Cross-Sentence Context
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Results
• Impact of components
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Analysis
• Translation error statistics

# System MT05 MT06 MT08 Ave. 4
1 MOSES 33.08 32.69 23.78 28.24 –
2 NEMATUS 34.35 35.75 25.39 30.57 –
3 +Initenc 36.05 36.44† 26.65† 31.55 +0.98
4 +Initdec 36.27 36.69† 27.11† 31.90 +1.33
5 +Initenc+dec 36.34 36.82† 27.18† 32.00 +1.43
6 +Auxi 35.26 36.47† 26.12† 31.30 +0.73
7 +Gating Auxi 36.64 37.63† 26.85† 32.24 +1.67
8 +Initenc+dec+Gating Auxi 36.89 37.76† 27.57† 32.67 +2.10

Table 1: Evaluation of translation quality. “Init” denotes Initialization of encoder (“enc”), decoder
(“dec”), or both (“enc+dec”), and “Auxi” denotes Auxiliary Context. “†” indicates statistically significant
difference (P < 0.01) from the baseline NEMATUS.

over its non-gating counterpart. This shows that,
by acting as a critic, the introduced context gate
learns to distinguish the different needs of the
global context for generating target words.

Combining (Row 8) Finally, we combine the
best variants from the initialization and auxiliary
context strategies, and achieve the best perfor-
mance, improving upon NEMATUS by +2.1 BLEU
points. This indicates the two types of strategies
are complementary to each other.

3.3 Analysis

Errors Ambiguity Inconsistency All
Total 38 32 70
Fixed 29 24 53
New 7 8 15

Table 2: Translation error statistics.

We first investigate to what extent the mis-
translated errors are fixed by the proposed system.
We randomly select 15 documents (about 60 sen-
tences) from the test sets. As shown in Table 2,
we count how many related errors: i) are made by
NMT (Total), and ii) fixed by our method (Fixed);
as well as iii) newly generated (New). About
Ambiguity, while we found that 38 words/phrases
were translated into incorrect equivalents, 76% of
them are corrected by our model. Similarly, we
solved 75% of the Inconsistency errors including
lexical, tense and definiteness (definite or indefi-
nite articles) cases. However, we also observe that
our system brings relative 21% new errors.

Case Study Table 3 shows an example. The
word “Pò” (corrupt officials) is mis-translated
as “enemy” by the baseline system. With the help

of the similar word “*ò” in the previous sen-
tence, our approach successfully correct this mis-
take. This demonstrates that cross-sentence con-
text indeed helps resolve certain ambiguities.

Hist. Ÿ�Ié�@–MJ…*òÏ
v'l˚j¡⌫ ?

Input ˝&O6å⌥QPò ?

Ref. Can it inhibit and deter corrupt offi-
cials?

NMT Can we contain and deter the enemy?

Our Can it contain and deter the corrupt
officials?

Table 3: Example translations. We italicize some
mis-translated errors and highlight the correct
ones in bold.

4 Conclusion and Future Work

We proposed two complementary approaches to
integrating cross-sentence context: 1) a warm-
start of encoder and decoder with global con-
text representation, and 2) cross-sentence context
serves as an auxiliary information source for up-
dating decoder states, in which an introduced con-
text gate plays an important role. We quantita-
tively and qualitatively demonstrated that the pre-
sented model significantly outperforms a strong
attention-based NMT baseline system.

Our models benefit from larger contexts, and
would be possibly further enhanced by other doc-
ument level information, such as discourse rela-
tions. We propose to study such models for full
length documents with more linguistic features in
future work.
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Summary

• We propose to use HRNN to summary previous 
source sentences, which aims at providing cross-
sentence context for NMT

• Limitations
• Computational expensive
• Only exploit source sentences due to error 

propagation
• Encoded into a single fixed-length vector, not flexible



Publicly Available

• The source code is publicly available at https://
github.com/tuzhaopeng/LC-NMT

• The trained models and translation results will be 
released

https://github.com/tuzhaopeng/LC-NMT
https://github.com/tuzhaopeng/LC-NMT
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