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Problem	Statement
• Pronouns are frequently omitted in pro-drop languages (e.g.,

Chinese, Japanese) especially in informal genres.

• It leads to significant challenges with respect to the
production of complete translations.

DP Annotation and Generation
Annotation: as large parallel corpora are
usually available, we automatically
annotate DP using alignment information.

Generation: we apply RNN for DP position
detection and MLP for DP word recovering.

Experiments
• Data

• Main Results

• Effect of DP Generation Performance
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• Contribution Analysis
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Novelty of Work
• We show that although NMT models advance SMT models on

translating pro-drop languages, there is still large room for
improvement;

• Little attention has been paid to the problem within NMT. We
introduce a reconstruction-based approach (+ 3.28 BLEU);

• We release a large-scale bilingual dialogue corpus (2.2M
Chinese–English sentence pairs).
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Reconstructor-Augmented NMT
Two independent reconstructors with their own
parameters, each of which reconstructs the
labelled source sentence from the encoder and
decoder hidden states.

Reconstructor
The reconstructor reads a
sequence of hidden states and the
labelled source sentence, and
outputs a reconstruction score.
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EN: like I told you , I want to help you

New Training Corpus:

Reconstruction	used	in	training	only

Replacing DP sentence with original one
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